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INDIVIDUALS, PROPERTIES, AND EVENTS


[bookmark: _GoBack]2.1 A basic substance-attribute ontology

The goal of this chapter is to introduce a basic metaphysical framework for the discussions that follow. I think that many confusions in philosophy of mind have resulted from philosophers failing to make their metaphysical assumptions explicit. I hope to make my metaphysical assumptions as transparent as possible. I’ll begin by sketching a basic ontology. Its outlines are described by David Armstrong:

…the world consists simply of particulars having properties and relations[;] it is particulars and particulars alone which can act and be acted upon. But… they act and are acted on solely in virtue of their properties, non-relational and relational… Another way of putting this is that it is states of affairs which are causes (Armstrong 1978a: 132). 

What Armstrong describes here is a substance-attribute ontology, one that takes substances or individuals as I’ll call them (he calls them ‘particulars’), and attributes or properties, to be the fundamental entities.[endnoteRef:1] I use the term ‘property’ broadly here to encompass not merely monadic properties but n-adic properties (or relations) generally. Having a mass of 30.1kg is a property expressed by the monadic predicate ‘has a mass of 30.1kg’, and being 3cm taller than is a property expressed by the relational predicate ‘is 3cm taller than’. [1:  Some philosophers use the term ‘substance-attribute ontology’ to refer to an ontology committed to universals. Mumford (2012) is an example. The ontology I’ve outlined in this chapter is compatible with properties being universals, but it is not committed to this.] 

A substance-attribute ontology stands opposed to ontologies that would aim to reduce one of these kinds of entities to the other. Ontologies that aim to reduce individuals to properties include bundle theories of substance (Stout 1921, 1923; Williams 1953, 1986; Campbell 1981, 1983, 1990; Simons 1994; Mumford 2012). Ontologies that aim to reduce properties to individuals include extreme forms of nominalism (Quine and Goodman 1947; Quine 1953; Goodman 1956; Sellars 1963b). Unlike both, a substance-attribute ontology takes individuals and properties to be irreducibly distinct and equally fundamental. 
Armstrong mentions a third ontological category in addition to individuals and properties, what he calls ‘states of affairs’, instances of individuals having properties (or standing in relations). Some philosophers call these entities ‘facts’ (Papineau 1993; Chalmers 1996; Carruthers 2000; Bird 2007), but I will typically follow philosophers who call them ‘events’ (Goldman 1970; Kim 1973, 1976; Bennett 1988). I will, however, occasionally help myself to Armstrong’s term and call them ‘states of affairs’. Unlike individuals and properties, states of affairs or events are not fundamental entities since they depend on entities of the other sorts; they consist of individuals having properties or standing in relations. An event exists exactly if an individual has a property at a time or several individuals stand in a relation at a time. Event e is identical to event e* exactly if e and e* comprise the same individuals, properties, and times. If, for instance, event e is identical to a’s having property P at time t, and event e* is identical to b’s having property Q at time t*, then e = e* exactly if a = b, P = Q, and t = t*.[endnoteRef:2]  [2:  Some philosophers reserve the term ‘event’ to refer to changes. Lombard (1986) is an example. Clearly not all events in our sense involve changes: Alexander’s being 70 inches tall right now is an event in our sense, but does not involve a change. If it becomes necessary I propose to use the term ‘changes’ to refer just to those events that involve changes.] 

Several notes are in order about this view of events. First, it does not stand opposed, except perhaps terminologically, to views that reserve the term ‘event’ for changes, cases in which an individual gains or loses a property (Lombard 1986, 1998). These cases can easily be accommodated as a subset of events in the forgoing sense, and if needs be, we can use the term ‘changes’ to refer to them.[endnoteRef:3] This view of events does nevertheless stand opposed to several others. First, it stands opposed to views that take events to be fundamental entities. Davidson (1969) suggests a view like this; though he does not commit himself to it (1970: 210). Second, it stands opposed to views that take events to be bundles of properties. Ted Honderich (1982, 1988) appears to endorse a view of events like this, and Thomas Nagel (1986) sometimes suggests one. Third, it stands opposed to views like Chisholm’s (1970), which take events to be universals instead of unrepeatable particulars. Fourth, it stands opposed to views that imply conditions for event identity and individuation different from those just described. Davidson (1969), for instance, individuates events not by their constitutive individuals, properties and times, but by their causes and effects: event e1 is identical to event e2, on Davidson’s view, if and only if e1 and e2 have exactly the same causes and effects. Likewise, even though Fodor (1974: 100) suggests that events consist of individuals having properties at times, the theoretical work he expects events to perform implies that property identity is not necessary for event identity as it is on this account (how event1 can be identical to event2 without having exactly the same properties is something he doesn’t endeavor to explain).[endnoteRef:4] [3:  Lombard essentially concedes this terminological point: “My own view of events should, I supposed, be numbered among the property exemplification accounts… An event is… the exemplifying of a dynamic property” (1998: 289); an event, in other words, is the exemplifying of a specific kind of property, a dynamic one. Lombard draws a distinction between being an exemplification and being an exemplifying in order to distinguish his view of events from those of Kim and Bennett. This distinction collapses, however, with an ontology of tropes, something I’ll discuss momentarily.]  [4:  Fodor says: “Token physicalism is simply the claim that all events that the sciences talk about are physical events… [T]oken physicalism is weaker than what might be called ‘type physicalism’, the doctrine, roughly, that every property mentioned in the laws of any science is a physical property. If every event is the instantiation of a property, then type physicalism does entail token physicalism; two events [sic] will be identical when they consist of the instantiation of the same property by the same individual at the same time… [Yet] Token physicalism does not entail type physicalism… because the contingent identity of a pair [sic] of events presumably does not guarantee the identity of the properties whose instantiation constitutes the events” (1974: 100). Putting aside Fodor’s suggestion that two things could be identical, which I take to be a slip of the tongue, Fodor suggests that events are property instantiations, yet his argument that token physicalism does not entail type physicalism succeeds only if event identity does not require property identity. He must therefore be committed to an identity condition for events other than the one described above. How it is possible for event1 to be identical to event2 without instantiating exactly the same property is something he doesn’t endeavor to explain. ] 

	Finally, I will argue later that events needn’t be posited as a separate ontological category as Armstrong (1989a: 88–89; 1997: 115ff.) would have it. If properties are tropes, as I’ll argue in Chapter 3, then individuals having properties is sufficient to do all the truthmaking work that Armstrong posits states of affairs or events to perform (Section 3.2).


2.2 The Eleatic principle 

The principal agents in this ontology are individuals. They can both act on other individuals and be acted on by them. Individuals, in other words, have powers that can manifest themselves both actively and passively—both in the ways they affect things and in the ways they are affected by them. Individuals enter into causal relations by exercising their powers, and they are empowered in the ways they are by their properties. 
Properties play several theoretical roles in this ontology. First, they are causal enablers; they confer the powers that make causal interactions among individuals possible. Second, because properties confer powers, they are also causal explainers; they explain why individuals act or are acted on in the ways they are. Third, properties ground the objective similarities and differences among individuals. Individuals are always similar or dissimilar in certain respects. These respects are properties (Martin 1996a: 71–73; 1997; 2007: 42–43). Moreover, since properties are possessed by individuals independent of any descriptive or explanatory interests we happen to have, the similarities and differences they ground are objective.
This view of individuals and properties fits naturally with an epistemology (Campbell 1981, 1990; Martin 1997, 2007): we know about individuals by the ways they interact with each other, that is the ways they manifest or exercise their powers. These include especially the ways in which they exercise their powers on us, and in which we exercise our powers on them. We know about the properties of individuals in the same way. One and the same individual has the power to affect us in different ways because it is red and also round. It has the powers to affect us in different ways on account of having different properties: redness and roundness. What exactly the natures of these properties are is an open empirical question, one that we might feel confident answering only after we have investigated them a good deal further. 
Based on what I’ve said so far, it should be evident that the properties I have in mind are natural properties, not mathematical or logical ones. For our purposes we can put properties of the latter sorts to one side. When it comes to natural properties and the individuals having them, I follow Armstrong (1978b: 46) and others in taking a cue from the Eleatic stranger in Plato’s Sophist:

I suggest that anything has real being, that is so constituted as to possess any sort of power either to affect anything else or to be affected… I am proposing as a mark to distinguish real things, that they are nothing but power (247d–e). 

I’ll follow Graham Oddie (1982) in calling this the Eleatic Principle (Jaegwon Kim (1993b: 348) calls it ‘Alexander’s dictum’). Roughly, the Eleatic Principle says that the only things that exist are ones that play some sort of causal role. When the Eleatic Principle is applied to a substance-attribute ontology it implies that the only individuals that exist are ones that can enter into causal relations, and the only properties that exist are ones that enable individuals to enter into those relations. This claims that properties are sparse as opposed to abundant.
The terms ‘sparse’ and ‘abundant’ were introduced by David Lewis (1983b). Because Lewis took properties to be abundant he didn’t speak of sparse properties but of universals in Armstrong’s sense (1978a–b). He nevertheless could have applied the sparse-abundant distinction equally well to tropes as understood by philosophers such as George Molnar (2003), John Heil (2003), and C. B. Martin (2007):

[U]niversals are sparse. There are the universals that there must be to ground the objective resemblances and the causal powers of things… The guiding idea… is that the world’s universals should comprise a minimal basis for characterizing the world completely… A satisfactory inventory of universals is a non-linguistic counterpart of a primitive vocabulary for a language capable of describing the world exhaustively… It is quite otherwise with properties. Any class of things, be it ever so gerrymandered and miscellaneous and indescribable in thought and language, and be it ever so superfluous in characterizing the world, is nevertheless a property… Because properties are so abundant, they are undiscriminating… [P]roperties do nothing to capture facts of resemblance… Likewise, properties do nothing to capture the causal powers of things. Almost all properties are causally irrelevant (Lewis 1983b:12–13).

In this book, I will not follow Lewis’ use of the term ‘property’. I will use the term ‘property’ instead to refer to sparse properties. Properties in this sense are what explain the objective similarities and differences among individuals and the causal powers individuals have. Given the Eleatic Principle, moreover, there are only those properties whose existence would be sufficient to account for those similarities, differences, and powers. If it becomes necessary to refer to what Lewis calls ‘properties’ in his abundant sense, I will use the term ‘sets’ or ‘classes’ or sometimes just ‘abundant properties’. 
The claim that properties are sparse has several noteworthy implications. First, properties do not correspond to predicates one-one. Predicates can be identified with sentence-frames (Strawson’s 1974: 37–8; Armstrong 1978a: 2–3), linguistic expressions such as ‘___ is red’ and ‘___ is taller than ___’ that form sentences when the blanks are filled in by terms. (For convenience I’ll omit the blanks when talking about predicates in the future.) Properties are supposed to be the non-linguistic correlates of at least some predicates. According to some accounts of abundant properties, they are the non-linguistic correlates of every predicate; every predicate expresses a property, and different predicates express different properties (Shoemaker (1980) calls properties in this sense ‘Cambridge properties’). This is not the case if properties are sparse.
If properties are sparse, then it is possible for different predicates to express the same property (‘weighs 453.59 grams’, ‘weighs 1 pound’), and for different properties to be expressed by the same predicate in different contexts (‘The team is good’, ‘The wine is good’) (Armstrong 1978b: 9–14; Campbell 1990: 25; Molnar 2003: 26). Likewise, if properties are sparse, not every predicate expresses a property. For one thing, there might be unknown properties to which no actual predicates correspond (Armstrong 1978b: 12–14; Molnar 2003: 25). In addition, some predicates are self-referentially incoherent such as the predicate ‘is a property to which no predicate corresponds’ which generates a version of Russell’s paradox. If properties are sparse, these predicates do not (and indeed cannot) correspond to any property (Molnar 2003: 26). It is also possible to invent predicates, but if properties are sparse, it is not possible to invent properties. When we invent predicates, moreover, we can do so by iterating formal operations ad infinitum, yet it is implausible to suppose that the number of properties could be infinite (Ellis and Lierse 1994a: 9; Molnar 2003: 26). Similarly, we can invent a non-denumerably infinite number of predicates to describe physical entities such as subatomic particles provided we take seriously the use of real numbers in physics. But it is extremely implausible to suppose that those physical entities should have non-denumerably infinite properties (Bradley 1979: 12–13; Molnar 2003: 26). For all of these reasons, sparse properties do not correspond one-one to predicates.
If properties are sparse, therefore, not all predicates express properties; moreover, different predicates can express the same property, and different properties can be expressed by the same predicate in different contexts. What, then, determines which predicates express sparse properties? What moreover determines which properties those predicates express, and whether they are the same or different properties that are expressed by other predicates? According to the account of properties I’ve been outlining, the answers to these questions derive largely from empirical sources (cf. Swoyer 1982: 205; Ellis 2002: 44–45; Molnar 2003: 27; Armstrong 2010: 19).[endnoteRef:5] Recall the thesis of ontological naturalism (Section 1.2). It implies that determining what properties exist and which predicates express which properties is largely an empirical undertaking. We take our best empirical descriptions, explanations, methods, and techniques, and countenance all the properties needed to make the descriptions and explanations true and the methods and techniques effective. [5:  Brian Ellis states the basic idea as follows: “[W]hich predicates designate properties[?]… I answer: first decide what properties and structures you must postulate if you wish to give an adequate account of the phenomena, and then decide which expressions of the language refer to these properties or structures” (Ellis 2002: 44–45). Consider likewise Armstrong, Molnar, and Swoyer respectively: “[H]ow do we determine what the true universals are? My suggestion is that they are best postulated on the basis of total science (Armstrong 2010: 19); “[W]hat properties there are is… determined… on a posteriori grounds, most likely by current best science” (Molnar 2003: 27). “the claim that there are such things as properties is a philosophical one, but determining just what properties there are is – like questions about existence generally – an empirical matter” (Swoyer 1982: 205).] 

	In the sections that follow I will argue that there are good reasons to prefer a sparse account of properties to an abundant account when addressing issues in the philosophy of mind.


2.3 An argument against abundant properties

	Abundant property theories appear to be of broadly two sorts. The first sort takes properties to be identical to or at least coextensive with predicates. The second takes properties to be classes. I’ll follow Armstrong (1978a–b, 1989) in referring to these as ‘predicate nominalism’ and ‘class nominalism’ respectively. One argument against abundant properties claims that predicate and class nominalism are both unacceptable, and as a result, we should reject abundant properties in favor of sparse ones.
	Predicate nominalism has been endorsed by many philosophers. According to Prior, Pargetter, and Jackson, for instance, “every expression like ‘the property of being F’ denotes a property” (1982: 254 emphasis original). One difficulty with predicate nominalism is that some predicates are self-referentially incoherent such as the predicate ‘is both red all over and not red all over’ (Molnar 2003: 26). Predicate nominalists seem committed to these predicates expressing properties, yet surely something cannot be both red all over and not red all over. Likewise, it seems possible that there might be properties to which no actual predicates correspond (Armstrong 1978a: 17; 1978b: 12–14; 1989: 11; Molnar 2003: 25). If, for instance, the predicate ‘is white’ had never been invented, it seems that white objects could still exist. 
Other problems with predicate nominalism concern the identity conditions of properties. Either different predicates express different properties according to the view or not. Suppose the former is true. In that case predicate nominalism claims that the predicates ‘has a mass of 1kg’ and ‘has a mass of 1,000 grams’ and express different properties. But that seems absurd; surely a kilogram is identical to 1,000 grams. Suppose, then, that different predicates can express the same property. In that case, the predicate nominalist must provide further criteria for determining when different predicates express the same property and when they do not. Yet it is difficult to see how they could provide these criteria without abandoning their theory in favor of another. Suppose, for example, that they claim that the predicate ‘P’ and the predicate ‘Q’ express the same property exactly if ‘P’ and ‘Q’ apply to exactly the same individuals; ‘P’ and ‘Q’, in other words, are coextensive. In that case they appear to have abandoned predicate nominalism in favor of class nominalism. Likewise, suppose that they claim that predicate the ‘P’ and the predicate ‘Q’ express the same property exactly if the individuals in the extensions of ‘P’ and ‘Q’ have exactly the same causal powers. In that case they appear to have abandoned abundant properties in favor of sparse ones. Analogous worries attend the possibility that the same predicate might express different properties as when we say ‘The team is good’ and ‘The wine is good’ (Armstrong 1978b: 9–14; Campbell 1990: 25; Molnar 2003: 26). 
	In addition, as we saw a moment ago, we can invent predicates. It seems counterintuitive, however, to suppose that we can invent properties. Among other reasons, we are capable of inventing an infinite number of predicates simply by iterating formal operations, but it seems implausible that there could be an infinite number of properties (Bradley 1979: 12–13; Ellis and Lierse 1994a: 9; Molnar 2003: 26). These are some of the reasons to reject predicate nominalism.
Class nominalism has been defended most forcefully by David Lewis (1983b, 1986a), as well as by philosophers who take properties to be intensions, that is, functions from possible worlds to extensions (Montague 1960: 152; Egan 2004). There are two well-rehearsed arguments against class nominalism. The first is the coextension problem (Goodman 1966; Armstrong 1989a: 25–6; Campbell 1990: 33; Loux 2006: 76). If class nominalism is true, then properties are simply classes of particulars. Different properties will therefore correspond to different classes of particulars, and vice versa. The problem is that it seems that different properties can correspond to the same class of particulars. For example, the class of creatures with a heart is coextensive with the class of creatures with a kidney. If class nominalism is true, and properties are classes, this would seem to imply that the property of having a heart is identical to the property of having a kidney, but surely this is false, and in that case, class nominalism must be false.
The second problem with class nominalism is the bi-extension problem (Armstrong 1978a: 46ff.; Armstrong 1989a: 27; Wolterstorff 1960; 1970: Chapter 8). The coextension problem claims that two different properties can have the same extension; the bi-extension problem claims that the same property can have different extensions. Consider the class of all actual red objects. It includes this apple, that stop sign, the tomatoes in the garden, and so on. According to class nominalists this class is identical to the property of being red. Suppose, however, that one of these objects had never existed. In that case, it seems to follow that according to class nominalism the property of being red would not have existed either. But that seems absurd. Intuitively we want to say that the property of being red would still exist; it would just have had a different extension. If the actual extension of red corresponds to the class {a, b, c}, and in counterfactual world w object a does not exist, it surely does not follow that red does not exist in w. Surely b and c would still red; surely their redness would not be affected by the absence of some other red object. Class nominalism implies this counterintuitive result, critics say, because it identifies a property with the class of objects that are in its extension.
There is a way class nominalists can respond to these arguments. It appeals to David Lewis’ modal realism. According to Lewis, modal claims such as ‘Wittgenstein could have been an aeronaut’ are made true by counterparts (Lewis 1968; 1971; 1973a: 39–43; 1986a: Chapter 4). Counterparts, according to Lewis, are individuals who exist at non-actual possible worlds and who resemble actual individuals more closely than any other individuals at those worlds. The properties and behavior of counterparts are what make modal claims about actual individuals true. According to Lewis, for instance, Wittgenstein has a counterpart (call him ‘Wittgenstein*’) who exists at some possible world w. Wittgenstein* resembles Wittgenstein more closely than any other object at w does, and he is also an aeronaut. This makes it true of the actual Wittgenstein that he could have been an aeronaut, for he has a counterpart at some possible world who is an aeronaut. The rub of Lewis’ view is that in order for counterparts to play this truthmaking role they must exist. On Lewis’ view Wittgenstein* the aeronaut is just as real as Wittgenstein the philosopher; he simply doesn’t exist at the actual world the way Wittgenstein does. Many philosophers consider this kind of extreme modal realism highly implausible, but it does provide class nominalists with a solution to the coextension and bi-extension problems.
Those problems are based on the ideas that it is possible for different properties to have the same extension, and for the same property to have different extensions. Lewis’ modal realism allows class nominalists to rule out these possibilities. Because there are non-actual individuals on Lewis’ view, nominalists can define properties by their extensions not merely in the actual world, but across all possible worlds. Even though it might be true that all actual creatures with a heart are creatures with a kidney, it is still possible that there could be a creature with a heart that does not have a kidney. If that is the case, then there is at least one possible world in which some creature belongs to the extension of ‘creature with a heart’ but not to the extension of ‘creature with a kidney’. Suppose, then, that class nominalists define the property of being a creature with a heart as the class of all possible individuals (not merely actual ones) that have hearts; and suppose, likewise, that they define the property of being a creature with a kidney as the class of all possible individuals (not merely actual ones) that have a kidney. Since these classes are not necessarily coextensive, since there is at least one possible world in which not every creature with a heart is a creature with a kidney, class nominalists can countenance the distinction between being a creature with a heart and being a creature with a kidney, for even if these properties have the same extension in the actual world, they have different extensions across all possible worlds. 
This might seem like good news for class nominalism, but many philosophers would consider this a Pyrrhic victory. The reason is that most reject Lewis’ extreme modal realism. Consequently, the foregoing response is not an option for them. Second, when it comes to the philosophy of mind in particular, most philosophers will not want the claims they make in that domain to depend on metaphysical assumptions as extreme and contentious as Lewis’. The foregoing response is not an option for these philosophers either. On the whole, then, there appear to be good reasons to reject both predicate nominalism and class nominalism, especially when it comes to the philosophy of mind. But since abundant property theories are typically committed to one of these views, it seems that there are good reasons to reject abundant properties as well, especially when it comes to the philosophy of mind. 
The foregoing argument against abundant properties is by no means knockdown. But together with the independent arguments for sparse properties advanced in the next section, it provides some grounds for rejecting abundant properties in favor of sparse ones, especially when it comes to the philosophy of mind. 


2.4 Arguments in favor of sparse properties 

There are several arguments in favor of sparse properties. Alexander Bird (2007: 10–12) discusses four of them. First, our intuitions tend to favor sparse properties, something evinced by the sense that something like being grue is not a genuine property but a fabrication. Although intuitions are not indefeasible, they do have some evidential value. The reason, Bird argues, is that they have a basis in natural selection: 

Our cognitive systems… have evolved in large part as property-detection systems: animals have evolved capacities to distinguish the edible, dangerous, or fertile from the poisonous, safe, or infertile… Furthermore, we are able to distinguish real from apparent properties: our visual systems are good at tracking fixed and intrinsic color (i.e. surface reflectance) properties despite changes in appearance due to changes in lighting (Bird 2007: 10). 

Since our cognitive systems have evolved to distinguish real properties from merely apparent ones, it should not be surprising if the intuition that some properties are genuine while others are mere fabrications corresponds to a real distinction. 
	Second, sparse properties seem to be presupposed by a realist conception of science. When we do science we are trying in part to discover not invent the properties that things have. Consequently, the practice of science lends itself to properties being sparse since it is sparse properties that are liable to discovery as opposed to invention.  
Bird’s third argument is based on the idea that scientific terms get their referents fixed by their theoretical roles. The term ‘mass’ gets its referent fixed by its role in statements such as ‘Force = mass  acceleration’. For any given term like ‘mass’, it is possible to invent an indefinite number of terms that differ from it only slightly in extension. The term ‘mass*’, for instance, might include in its extension all the individuals to which ‘mass’ applies minus this one or that one. Given that this is the case, we need to explain why it is that when scientists use the term ‘mass’ they manage to refer to mass instead of mass*. If properties are abundant, if they are just predicates or classes, then there is no easy way of explaining this. Since every predicate or class is ontologically on a par with any other, since there is nothing to set it apart ontologically from any other predicate or class, there seems to be no principled reason why ‘mass’ should refer to mass instead of mass*. But there is a principled reason if properties are sparse, for in that case mass is a property whereas mass* is not. A framework committed to sparse properties is thus better suited for making sense of scientific practice than a framework of abundant properties. 
Bird’s final argument for sparse properties makes an analogous point about a scientific property’s explanatory roles. The property of having mass but not the property of having mass* explains why a baseball accelerates at such-and-such a rate when it is batted with such-and-such a force, for it is mass and not mass* that factors into Newton’s force law. But if mass and mass* are on a par with each other ontologically, as an abundant property view would have it, then there is no explanation for why mass plays this role and mass* does not. If properties are sparse, by contrast, then the explanation is clear: mass* is not a property, but mass is. Once again, therefore, sparse properties enable us to make sense of scientific practice in a way that abundant properties do not. 
In addition to Bird’s four arguments there are two more. First, Peter Carruthers (2000: 35–37) advances an argument that appeals to change. Intuitively we want to say that something undergoes a real change (as opposed to a mere Cambridge change (Geach 1969)) only when it gains or loses properties. Yet this idea is difficult to accommodate if properties are abundant. Consider the abundant properties being grue and being bleen. An object is grue if it is observed to be green before, say, the stroke of New Year 2016, and otherwise is blue. And an object is bleen if it is observed to be blue before the stroke of New Year 2016, and otherwise is green. Suppose that we observe an emerald, a, to be green before New Year’s Eve 2015. In that case, a is grue. Since it was not observed to be blue before the stroke of New Year 2016, it becomes bleen at that time. Yet intuitively we want to say that a underwent no real change. This intuition makes perfect sense if properties are sparse since a underwent no change in its sparse properties. Since it does undergo a change in its abundant properties, the latter are ill-suited to accommodate our intuitions about real change. Consequently, if we expect a theory of properties to provide resources for explaining real change, we should take properties to be sparse not abundant.
Finally, sparse properties are the price of admission to many philosophical debates, including debates in the philosophy of mind. The problem of mental causation, for instance, concerns whether mental properties can make any causal contribution to actions. The debate makes little sense if properties are taken to be predicates or classes, for it is unclear in what sense either predicates or classes are candidates for making causal contributions to things. It seems, therefore, that anyone who wants to participate in these debates must suppose that properties are sparse. 
The foregoing arguments give some reason for endorsing sparse properties instead of abundant ones. In addition, I’ll argue in Chapter 11 that exponents of abundant properties have a difficult time formulating an acceptable definition of physicalism. Yet despite everything I’ve said, many of the claims I intend to make can be formulated in way that presupposes abundant properties. To my mind, the costs of doing so are undesirable; they include a good deal of metaphysical murkiness as well as terminological awkwardness, but dyed-in-the-wool proponents of abundant properties might think this is a price worth paying.


2.5 Conclusion

In this chapter I’ve described and defended a basic substance-attribute ontology that is committed to individuals, properties, and states of affairs or events which it takes to be individuals having properties. It claims that individuals are the primary agents, and that they enter into causal relations on account of the properties they have. It is also committed to the Eleatic principle and sparse properties. The only individuals, it says, are one that can enter into causal relations, and the only properties are ones that empower individuals to enter into those relations. This ontology is sufficient for some of our purposes in what follows, but for other purposes, including articulating an understanding of structure, we will need to have an ontology that is more developed. The goal of next few chapters is to outline my preferred ontology. It develops the basic ontology in two ways. First, it takes properties to be tropes (Chapter 3). Second, it takes properties to be powers (Chapters 4 and 5). 
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